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Abstract: We have predicted that difluoromethane (k) will be the highest-affinity guest for Rebek’s “tennis

ball” host using a new approach to multimolecule free energy calculations. The method, which we call
chemical-Monte Carlo/Molecular Dynamics (CMC/MD), was first tested by calculating the relative free energies
of solvation of a variety of molecules. Subsequently, we have used it to compare nine possible guests binding
to the “tennis ball” host and predict that GF will bind more tightly to this host than CK the strongest

binding guest studied to date. This prediction has been supported by standard thermodynamic integration free
energy calculations in which CHvas mutated into ChfF, both in solution and in the host. Our results show

the full power of such multimolecule calculatiecheamely, that they can be used to rapidly calculate and rank

the relative binding free energies of many molecules from a single simulation, accelerating the discovery of
novel ligands or guests.

: AGbind1 .
Ligandl + Receptor ——————> Ligandl*Receptor

Introduction

Molecular recognition is the selective, strong binding of a
guest to a given host and is an essential element in biological
systems, where recepteligand or receptorinhibitor interac-
tions are key to biological function. As a result, a detailed
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understanding of the process of molecular recognition and an
ability to simulate it computationally could permit the efficient
design of novel, viable drug candidates hus, there are many
computational approaches to ligand (or guest) design when the
structure of the macromolecule (or host) is known. At one
extreme of computational efficiency are approaches such as
DOCK._? which can search databases 9100 000 potential
ligands using a very simple approach to “score” compounds
and qualitatively suggest which will bind most tightly to the
macromolecule.

At the other extreme are free energy calculation methods such
as FEP or thermodynamic integration (T¥)which have proven
their utility in the detailed study of proteirligand interactions.
These use a thermodynamic cyfc{Eigure 1) to analyze ligand
binding. These methods calculate the relative free energies of
the two ligands in the receptorAGhost) and in solvent
(AGsolv). The difference of these two values

AGhost— AGsolv = AGbind(2) —

AGbind(1)= AAGbind (1)
is the relative free energy of associatiaAGbind. Because
the value of AAGbind defines which ligand will bind to the

receptor, it is crucial data for the design of novel inhibitors or
ligands.

. AGbind2 .
Ligand2 + Receptor ———————>> Ligand2*Receptor

AAGbind = AGbind2 - AGbind1 = AGhost - AGsolv

Figure 1. Thermodynamic cycle for calculating the relative free
energies AAGbind) for two ligands binding to a common receptor.

Free energy simulations have been successfully applied to
calculate the relative binding free energy of proteligand
complexes. Well-known examples include the binding of
trimethoprim and its congeners to dihydrofolate reductake,
comparison of various HIV protease inhibitors, and the relative
binding of inhibitors to thermolysin and carbonic anhydrése.
However, these are expensive, pairwise comparisons between
ligands. The detailed simulation of the proteligand complex
required for just one such calculation currently requires any-
where from days to months of computer time. It is often cheaper
and faster to simply carry out the relevant experiment. This
has substantially limited the use of these methods in drug design
or drug development applications. What, then, is the role of
free energy methods in ligand design?

Free energy methods have the advantages of being thermo-
dynamically rigorous and capable of fine distinctions between
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ligands AG < 1 kcal/mol) in favorable cases, so long as biasing potential in the Monte Carlo step to focus sampling
accurate potential functions are usetHowever, this accuracy  toward the best binding ligands.

is not without a price-these calculations are too slow for We have chosen the “tennis ball” hegiuest system because
discovery of novel ligands. Lead discovery requires consider- it is experimentally well characterized and known to bind a range
ation and comparison of tens of thousands of compounds, aof ligands with varying affinity. It is also a case where
computationally prohibitive task using standard free energy theoretical calculations have complemented experiment. Specif-
methods. ically, Branda et al were unable to detect the binding of

In our opinion, the most efficient way to proceed in ligand tetrafluoromethane (CFin their initial report. Free energy
design is to use a filtering strategy, where one uses rapid calculations carried out by Fox et'dlsuggested that GEhould
methods such as DOCK to first suggest1l®O possible leads  have an affinity for this host intermediate between ,Gihd
from hundred thousand- or million-compound libraries. These CHCIs, the best and worst known guests. This prediction was
compounds may then be examined by methods intermediate insubsequently confirmed by experiment. While the “tennis ball”
accuracy and detail before resorting to traditional free energy had been shown to bind methane, fluoromethane, ethylene,
calculations. One cannot realistically do full free energy dichloromethane, and chloroform, we were interested in testing
calculations on many ligands because these methods arehe entire range of fluoro- and chloro-substituted methanes
particularly inefficient when evaluating a family of related binding to this host, an intractable series of calculations with
ligands. This is due to the pairwise comparison intrinsic to the methods used previously. In light of the initial synergy
standard free energy calculatiert® assess the relative free between theory and experiment, we were excited to find our
energies of ligands A, B, C, and D, at least three calculations calculation predicts difluoromethane (@) to be an even
must be carried out: one to compare A and B, one to comparebetter guest than methane.

B and C, and finally one to compare C and D. Since the lead CMC/MD is faster than the analogous thermodynamic
refinement process often involves choosing between many integration calculations previously carried out by Fox etél.,
possible modifications of a lead compound (each of which may and it converges to the same relative free energies for each
involve a significant amount of synthetic chemistry), compu- ligand. In addition, our method rapidly orders the ligands
tational methods are needed that retain as much as possible ofccording to their binding free energies, well before the precise
the accuracy of free energy calculations but have the ability to free energy values are completely converged. A similar effect
compare many ligands at a time. is observed with bothi-dynamics and Still's recent work on

Such “multimolecule” free energy methods are actively being enantioselectivity? All of the above properties make these
developed by many groups. Most notably, Kong and Brébks multimolecule methods ideal for quickly comparing a family
have introduced 2-dynamics”: by expanding the extended of related ligands and assessing their binding to a particular
Hamiltonian formalisril-12from one to several variables, they receptor. As such, we feel this chemical-MC/MD method will
have calculated relative solvent-state free energies for manybe useful in lead optimization and refinement, especially in
species from a single simulation and shown how expansion of comparison to traditional free energy methods.
theA-variable space can accelerate the convergence of traditional
pairwise free energy calculations. The use of biasing potentials Methods
to improve the convergence of such simulations is also discussed
in a general way. Other multimolecule approaches include the
calculation of relative free energies for many compounds by
perturbation expansion from a single reference state, recently
explored by Liu et al? as well as Radmer and Kollmat.

In this paper we present a new multimolecule free energy
method and apply it to calculate the relative binding free
energies for a series of small molecules binding to a rigid organic
host. Specifically, we explored the binding of methane,
ethylene, and various halomethanes to the “tennis ball” dimer
described by Branda et &l.Our chemical Monte Carlo-
Molecular Dynamics method combines molecular dynamics to
sample coordinate space with Metropolis Monte Carim
sample among various chemical states of the system. The us
of Monte Carlo sampling in “chemical space” was originally
suggested by Bennéttand first used in a pairwise calculation
of ion solvation by Tido&’ In the CMC/MD method, the
solvation free energy of each ligand can also be included as a

The chemical Monte Carlo method is based on a derivation
by Bennetf® This derivation shows how a Monte Carlo
calculation can be used to determine the relative free energy of
two chemical “states” (two solutes, two ligands, etc.) by a
combination of Cartesian and chemical Monte Carlo steps. It
is straightforward to generalize this formalism to the case of
multiple chemical “states”. The derivation and generalization
are presented in Appendix I, along with a discussion of the
similarities and differences between CMC/MD and other
methods. It should be noted that Kong and Brogkdynamics
derivatiori® is sufficiently general that it can also be extended
to describe the CMC/MD approach, though both were developed
é"ndependently.

Previously, combinations of Monte Carlo and molecular
dynamics have primarily been used to improve the sampling of
physical configurations. Notable examples are the hybrid Monte
Carlo technigu® and the MC(JBW)/SD method. In the
hybrid Monte Carlo method, molecular dynamics is used to
(9) Rao, B. G.; Kim, E. E.; Murcko, M. AJ. Comput. Aid. Molec. Design ~ generate “trial move” configurations which are then evaluated

199501% 2r13_?;<0'3 - Brooks, . LJ. Cherm. PhysL996 105 2414-2423 with Metropolis Monte Carlo criteria to generate a thermody-
Ellg Ngsg’ ) "Checr’;’. ;'hy'slgé4 8‘1 5'11)'519_ ’ namic ensemble. The MC(JBW)/SD method uses Monte Carlo
(12) Ji, J.; Cagin, T.; Pettit, B. MJ. Chem. Phys1992 96, 1333~ steps to “jump” between conformational minima that are

1342.

(13) Liu, H. Y.; Mark, A. E.; Vangunsteren, W. B. Phys. Chenil996 (18) Fox, T.; Thomas, B. E.; McCarrick, M.; Kollman, P. A. Phys.

100, 9485-9494. Chem.1996 100, 10779-10783.

(14) Radmer, R. J.; Kollman, P. A. Comput. Chenil 997, 18, 902— (19) Senderowitz, H.; Still, W. CJ. Phys. Chem. B997, 101, 1409~

919. 1412.
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E. J. Chem. Phys1953 21, 1087-1092. 222.
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separated by free energy barriers, thus allowing a single Computational Details
simulation to explore a much broader set of configurations.
These methods differ from the chemical-MC/MD approach
described here in that they use a constant potential function. In
contrast, the chemical-MC/MD method uses Monte Carlo steps
to adjust the potential function, thereby representing the
interaction of different ligands with the receptor. Instead of
“jumping” between different Cartesian configurations and
generating a Boltzmann ensemble of these configurations, we
are essentially “jumping” between different ligands and generat-
ing a “Boltzmann ensemble” of ligands. In this respect, it is
similar to Tidor's” approach; however, we have extended this
_type of mEthOd to multlple_, complex_llgands in order to make with the surroundings. The ghost ligands’ interactions are
it useful in the context of ligand design. calculated and recorded but do not affect the system energy or

The use of Monte Carlo sampling between discrete chemical dynamics. In particular, the ghost ligands do not exert any
states allows us to further increase the utility of the chemical- forces on the surroundings. Also, no ligand ever interacts with
MC/MD method. Specifically, there are two properties of another ligand. In effect, the “ghost” ligands are decoupled
interest when comparing liganddirst, a rank order of the best  from the system surroundings. This is analogous to the “dual
binders, and second, the value AAGbind for each ligand. topology” approach to free energy calculati&hexcept that we
We want to find an optimal route to determine the relative free now have an f-tuple topology” containing each of oun
energy of binding AAGbind, for our ligands of interest. chemical species.

Binding represents a balance between the free energies of In the interests of simplicity and practicality, we have made
the bound and free (solvated) states of the ligand. If we want a few approximations. First, the abrupt jumps between ligands
to find the “best binders”, our calculation must take into account mean that a newly “real” ligand does not have velocities
the contributions of both these states. Drawing inspiration (and appropriate for its surroundings. As a consequence, we
precedent) from the commonly used Monte Carlo technique of randomly reassign the velocities of every particle in the
“umbrella sampling’2? we can directly determiné\ AGbind simulation from a Maxwel-Boltzmann distribution whenever
from our chemical-MC/MD simulation if we include the relative & Monte Carlo move occurs (Anderson temperature coupting).
solvation free energies\Gsolv) as a “solvation offset” to the [N addition, a single system temperature is calculated that
energy of each state. In thiedynamics derivation of Kong includes the kinetic energy of every particle in the simulation,
and Brooksl? provisions are also made for the inclusion of a including the ghosts. This temperature is maintained at 300 K
biasing potential associated with eaticoordinate, though in ~ Using a Berendsen temperature coupling sch#&righe error

The chemical-MC/MD algorithm was implemented as part
of the AMBER software packag&. The SANDER molecular
dynamics program was modified to carry out the Metropolis
Monte Carlo sampling and collect, record, and report the
necessary data.

During a simulation, all the solutes or ligands of interest are
simultaneously included in the simulated system and their
interactions calculated at every time step. However, the
potential energy function is masked to reflect the chemical state
of the system. At every time step, there is a single “real” ligand
and the remainder are “ghosts”. The “real” ligand interacts fully

the context of enhancing simulation convergence. due to these approximations is small (there &40 ghost
particles in our 9-solute, 3377 atom simulation) and should be
AAGbind = AGhost— AGsolv ) expected to cancel when considering the relative free energies

of similar ligands from a single calculation.

The system is also maintained at constant pressure by a
Berendsen algorithr#f. In contrast to the temperature, the virial
(and the pressure) only include interactions with the “real” ligand

AAGbind = —RTIn [g (AEhosrACSMRTY 9) and the surroundings. We are presently evaluating alternative
temperature- and pressure-coupling algorithms to improve the

Equation 9 shows that if we know or can approximate rigor of our calculations.

AGsolv, we can include it as a biasing potential in our chemical- ~ One issue in these calculations is ensuring that the ghosts
MC/MD simulation of the bound state. By its nature, the sample configurations that are appropriate for the current
chemical-MC/MD method focuses sampling on the compounds configuration of the surrounding “context”. If the ghosts are
with the most favorable free energy in a given environment. In completely decoupled from the “context’, sampling of ghost
solvent, these are the compounds with the most favorable configurations is essentially random. This results in poor
solvation free energies. In the protein or host, these are theacceptance ratios for the Monte Carlo steps, since random ghost
ligands with the most favorableGhost. However, the quantity =~ movements often generate unrealistic situations where ghost
of interest iSAAGbind, notAGsolv or AGhost. Including the atoms overlap atoms of the “context”. We have addressed this
corresponding\Ghost for each ligand as a biasing potential in Problem in two ways. First, all of the ligands are restrained to
a simulation of the bound state means that the calculated valuePn€ another by harmonic potentials between their centers of
is AAGhind, and the simulation spends most of its time sampling Mass. Second, the ghosts are allowed to feel the influence of
the “best binders’ rather than the ligands with the lowest free the “context” but not vice versa. These “ghost forces” mean
energy in the bound state (lowesGhost). The net result is a that atoms _of the context exert forces on the ghosts but the ghosts
rapid rank-order determination of the best binding ligands and rémain invisible to the context. Id.eally, we would correct the

a gradually converging determination AAGbind. A useful ot_)served free energ|es_for these pla_ses,_but we assume 'Fhat they
physical analogy suggested by Kong and Brdks that this will cancel for comparisons of similar ligands from a single
process of finding the “best binder” truly corresponds to @ ™ (23) peariman, D. A.; Case, D. A.; Caldwell, J. W.; Ross, W. S.;
competitive binding experiment in the laboratory, where many Cheatham, T. E.; Debolt, S.; Ferguson, D.; Seibel, G.; Kollmagdpput.

i ; i ; ; indi Phys. Comm1995 91, 1-41.

I|gands presen_t in solution are competing for a single binding (o4) Peariman. DI, Phys. Chemi994 98, 14871493,

site on a protein or host. (25) Anderson, H. CJ. Chem. Phys198Q 52, 2384-2393.

(26) Berendsen, H. J. C.; Potsma, J. P. M.; van Gunsteren, W. F.; DiNola,
(22) Torrie, G. M.; Valleau, J. Rl. Comput. Physl977, 23, 187—199. A. D.; Haak, J. RJ. Chem. Physl984 81, 3684-3690.

AAGbind= —RTIn @ 25RO AGsolv ~ (8)
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simulation. The net result of these approximations is a
substantial improvement in the acceptance ratios for Monte
Carlo steps, enhancing the efficiency of the calculation.

The chemical-MC/MD protocol is as follows. The system
(“context” plus “real” and “ghost” ligands) is simulated for
several steps (usually 1 ps) of molecular dynamics. This
generates a novel configuration of the context, the real ligand,

and the ghosts. Based on this configuration, the energies of

each ligand are evaluated. A ligand is chosen at random (the
“trial move”™). The change in energy is evaluated, and the trial
move is accepted or rejected based on Metropolis Monte Carlo
criterial®

AE < 0= P(acceptF= 1 (20)

AE > 0= P(accept)= e “FRD (11)

After the trial move is accepted or rejected, the outcome is

recorded and molecular dynamics resumes, again simulating the

interactions of the “context” and the currently “real” ligand.
This cycle of coupled Monte Carlo and molecular dynamics
steps is continued until the probability of observing each ligand
converges.

While this approach is sulfficient, it discards a great deal of
information about each ligand. Specifically, we record the
interaction energies of each ligand before selecting one for a
Monte Carlo trial move. This history provides information
about the “quality” of the Monte Carlo sampling and also allows
us to estimate the free energy for poorly- or under-sampled
states.

If an infinite number of Metropolis Monte Carlo steps were
carried out on a given Cartesian configuration of the simulated
system, the probabilities of each ligand would converge to the
Boltzmann distribution for that configuration. That is,

— AEj/RT
lim P(r,4) = ————
n—oo n

2

Since we only carry out one Monte Carlo step for each
Cartesian configuration considered, we record this “Boltzmann”
probability data over the course of our simulation as a check
on our Monte Carlo sampling. The Boltzmann-baBé¢iyand)
values are averaged over every Monte Carlo step to yield an
optimum probability P(ligand) for the simulation. In our
converged simulations, these Boltzmann-based probabilities
mirror the observed Monte Carlo history for each state.

12

—AEI/RT
e I

Simulation Specifics

1. Solvation. Relative free energies of solvation were
calculated for solutes within a bath of TIP3P water molectfles.
The parameters for each pair or family of compounds (including
charges and geometries) were taken directly from the literature
references to facilitate comparison between the chemical-MC/
MD and FEP or TI calculations. Specifically the parameters
for bromide and chloride were taken from Tidor’'s previously
mentioned work? The anisole and benzene data were from
Kuyper et al2® and Sun and Kollman’s work on hydrophobic

Pitera and Kollman
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Figure 2. Population &) and AGhost p) data for the unbiased four-
guest calculation.a) shows the relative populations of each ligand in
the simulation. i) shows these population data converted\tdhost
free energies relative to GHSolid circles show data for GiH; solid
squares are data for GFsolid diamonds are the data for CHCand
CHy is shown in partd) as the heavy line. The calculation is dominated
by CHsF, the guest with the most favorabAGhost.

0.0 100.0 400.0

propane?® The charges, nonbonded parameters, and geometries
for the substituted methanes were taken from Carlson &1 al.,
supplemented by bond, angle, and torsional constants from the
Cornell et al. AMBER force field! In each case, the simulation
system consisted of all of the solutes of interest, plus anywhere
from 500 to 800 TIP3P water molecules, simulated in a
rectangular periodic box.

A modified version of the SANDER module of AMBER 4.1
was used for the molecular dynamics calculafi®r leapfrog
integrator was used wita 2 fstime step. Metropolis Monte
Carlo steps were evaluated every 1 ps (500 MD steps) for most
systems. The system temperature was maintained at 300 K by
the previously described Andersen/Berendsen temperature cou-
pling. The Andersen temperature coupling reassigned the
velocities of every atom in the system in sync with the Monte
Carlo steps (every 500 steps/1 ps). The pressure was kept at 1
atm with the Berendsen coupling scheme, using the compress-
ibility of bulk water (44.6x 1076 /bar) and a coupling constant
of 0.2 psl. An 8 A cutoff was used for the nonbonded
interactions, with updates to the pairlist made every 10 or 20
dynamics steps. All bonds were constrained to their equilibrium
lengths using the SHAKE algorithAi.

Since the ghosts are partially or completely decoupled from
the rest of the system, something is necessary to keep them
from drifting out of the vicinity of the binding cavity. For our
initial test calculations, we simply constrained the analogous

(29) Sun, Y.; Kollman, PJ. Comput. Chenil995 16, 1164-1169.

(30) Carlson, H. A.; Nguyen, T. B.; Orozco, M.; Jorgensen, WJL.
Comput. Chem1993 14, 1240-1249.

(31) Cornell, W. D.; Cieplak, P.; Bayly, C. I.; Gould, I. R.; Merz, K.
M., Jr.; Ferguson, D. M.; Spellmeyer, D. C.; Fox, T.; Caldwell, J. W.;

solvation provided the parameters for methane, ethane, andKollman, P. A.J. Am. Chem. Sod.995 117, 5179-5197.

(27) Jorgensen, W. L.; Chandrasekhar, J.; Madura, J.; Impey, R. W.;
Klein, M. L. J. Chem. Phys1983 79, 926.

(28) Kuyper, L. F.; Hunter, R. N.; Ashton, D.; Merz, K. M.; Kollman,
P. A.J. Phys. Chem1991], 95, 6661-6666.

(32) Pearlman, D. A.; Case, D. A,; Caldwell, J. W.; Ross, W. S.;
Cheatham, T. E.; DeBolt, S.; Ferguson, D.; Seibel, G.; Kollman, P. A.
Comput. Phys. Conl995 91, 1-41.

(33) Ryckaert, J. P.; Ciccotti, G.; Berendsen, H. JJQComput. Phys.
1977, 23, 327-341.
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Figure 3. Population & and AAGbind (b) data for the “solvation
offset” four-guest calculationaj shows the relative populations of each
ligand in the simulation.k) shows these population data converted to 20 ’ ‘ ‘ ‘
AAGDbind free energies relative to GHSolid circles show data for “0.0 200.0 400.0 600.0 800.0
CHGsF; solid squares are data for £Bolid diamonds are the data for time (ps)

CHCls; and CHi is shown in part4) as the heavy line. By including  Figure 4. Population &) and AAGbind (b) data for the “solvation
AGsolv as a “solvation offset” to the Monte Carlo sampling, the offset” nine-guest calculationa) shows the relative populations of
calculation is now dominated by Gthe guest with the most favorable  each ligand in the simulatiorb) shows these population data converted
AAGbind. to AAGbind free energies relative to GHAgain, solid circles show

data for CHF; solid squares are data for £Bolid diamonds are the
atoms (the carbon of methane and one carbon of ethane or theyaa for CHCy: and CH is shown in part4) as the heavy line. In

phenyl rings of anisole and benzene, for example) of each soluteaqgition, data for HCCH, are indicated with open triangles pointing
to overlap through a nonphysical “bond” of length 0.0 A. up, data for CHF, with stars, CHE with solid triangles pointing down,

Each set of solutes was solvated and then equilibrated at 300CH;CI with plus signs and CkCl, with X marks. TheseAAGbind
K for at least 100 ps of dynamics during which time no Monte data are clearly not converged, but the calculation readily and rapidly
Carlo moves were made. After the equilibration phase, Monte determines the best (GR;) and worst (CHG) guests for this host.
Carlo steps were initiated and the free energy calculation begun.
Total simulation length for these calculations was anywhere
from several picoseconds to 2.4 ns. Standard deviations were
calculated for converged calculations by dividing the statistics
from the total simulation into 4 to 8 bins depending on the
simulation length and calculating a mean and standard deviation
over all the bins.

2. Binding. For our binding free energy calculations, we
studied the “tennis ball” hostguest system synthesized and
characterized by Branda et'alThe host and solvent parameters  gigyre 5. Single molecular dynamics snapshot of the “tennis ball
were the same as described by Fox é8lhis prior calculation  pinding CHF, from the nine-guest calculation. The two halves of the
also provided parameters for methane, chloroform, and tet- tennis ball are drawn in black, and @F is shown in gray with both
rafluoromethane. Charges and parameters for fluoromethanefluorines colored black. Each fluorine fits neatly into one of the major
were supplied by Reyed. The values for chloromethane and gaps between host monomers, with little strain of the host or guest
dichloromethane were based on the chloroform parameters andnolecules. Chloroform solvent molecules have been omitted for Clarity.
tested as part of a new AMBER parametrization for organic
solvents by Fox5 Ethylene parameters were developed by difluoromethane, trifluoromethane, tetrafluoromethane, chlo-
using default parameters for’garbon and associated hydrogen romethane, dichloromethane, and chloroform) ligands. In
from the Cornell force field. All charges were determined using contrast to the solvent, all ligands were treated as having flexible
the RESP procedure to fit charges to electrostatic potentials fromangles and torsions but rigid bonds. The total system size was
ab initio Hartree-Fock calculations using a 6-31G* basis &t.  either 3356 or 3377 atoms and was simulated in a rectangular

In this “tennis ball’ calculation, the simulation system periodic box approximately 46 A on a side. Figure 5 shows a
consisted of 2 host molecules, 631 rigid chloroform solvent Stereoview of the “tennis ball” dimer with a representative
molecules, and either 4 (methane, fluoromethane, tetrafluo- configuration of difluoromethane in the binding cavity.
romethane, chloroform) or 9 (methane, ethylene, fluoromethane, Again, the SANDER module of AMBER was used for the

(34) Reyes, C1997 molecular dynamics calculation. A leapfrog integrator was used

(35) Fox, T. and Kollman, Rl. Phys. ChenfSubmitted for publication. with a 2 fstime step. Metropolis Monte Carlo steps were
(36) Bayly, C. 1.J. Phys. Chem1993 97, 102606-10280. evaluated every 1 ps (500 MD steps) for most systems. The
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system temperature was maintained at 300 K by the previously Table 1: Relative Free Energies of Solvation in Chloroform
described Andersen/Berendsen temperature coupling. TheCalculated by Thermodynamic Integration

Andersen temperature coupling reassigned the velocities of every AGsolv (CH, — ligand)

atom in the system in sync with the Monte Carlo steps (every ligand kcal/mol note(s)
500 steps/1l ps). The pressure was kept at 1 atm with the  H,CCH, —0.82+0.01

Berendsen coupling scheme, using the compressibility of bulk CHsF -1.32+0.01 a
chloroform (108.60x 1078 /bar) and a coupling constant of CHaF —1.44+01

0.2 psL A 12 A cutoff was used for the nonbonded CC::;"% :ég%i 8'8‘11 b
interactions, with the pairlist up_date every 25 dynamics steps. CH430| —2424 001

A correction for the cutoff was included in the system energy CH,Cl, —3.31+ 0.25

and pressur&. All bonds were constrained to their equilibrium CHCl, —3.91+0.20 b

lengths using the SHAKE algorith#. Aside from the chemical
Monte Carlo steps and the Anderson temperature coupling, the
dynamics simulation protocol is identical to that used by Fox Table 2. Calculated and Reference Small MoleclAGsolv

aValue calculated by Reyé$P Value calculated by Fox, et &.

et al. for thermodynamic integration calculations. Values

Since the ghosts are partially or completely decoupled from ref AGsolv  calcdAGsolv  time
the rest of the system, something is necessary to keep them system (kcal/mol) (kcal/mol) (ps)
from drifting out of the vicinity of the binding cavity. We chose  methane-methane 0 0.00 5
to constrain the center of geometry of each ligand to that of bromide-chloride —3.22 —2.75 [11(%)(%
one other ligand using a flat-well restraint. This restraint was
used with agforce con%tant of 500 kcal/mol and distances r1 methane-ethane (,ooi%t 0.07 003 [122(%)]
1.0 Aand r2= 1.5 A. Since the purpose of the restraints was anisole-benzene 0.90 0.9%0.48 1000
merely to keep the ligands in the vicinity of the binding cavity, (1.1-1.6) [~100]
the restraint energy was not included in the Monte Carlo methane, ethane and propane
calculation. Regardless, since this restraint is identical for each rentﬁg'n‘?gritg::: 8:1& 8:8; 8:8% 8:% [;288]
ligand, its contribution to the relative free energy of any two (0.12)
ligands largely cancels. The sum of the average restraint energymethanol and substituted
for the eight ghosts in our nine guest simulation was less than  methanes
1.0 keal/mol, and we found that inclusion of the “ghost forces” MethanorH:CCN —((1)%)1 02 073 [~5o%oo?
substantially reduced the restraint energy while improving the methanor-HsCSH 46401 295
sampling. Thus, it is highly unlikely that the restraint energy (3.8)
will differentially affect the calculated free energies for the methanot-ethane (679% 0.2 4.37

different guests. This is further supported by the results of our
four guest simulations, where the order of free energies is aReference values are from free energy perturbation calculations
completely consistent with full Tl calculations. In the future, (no parentheses) or experiment (parentheses). Calculated values are from

; ; ; ; ; simulations using the chemical-MC/MD methgadl standard deviation.
it may be more appropriate to harmonically constrain each ligand Simulation times are the total amount used to calculd®solv. Times

to the center of the binding cavity, an approach that would i 'nrackets are the simulation times for the reference calculation. Al
permit analytic correction of the restraint contribution to the references are free energy perturbation calculations that include
free energy, as outlined by Wang and Herm&rst this idea secondary references for the experimental values. Parameters for each
would also be limited to relatively simple ligands and binding System are taken from the references in question to facilitate direct
geometries comparison between the computational methods.

Total simulation length for our binding free energy calcula- solvation in water for several families of compounds that had
tions was either 400 or 800 ps. This should be contrasted with previously been studied by Tl or FEP calculations. These results
the equivalent TI calculations, which required 268D0 ps to are presented in Table 2, along with the corresponding free
calculateAGhost for a single pair of ligands. energy data from the literature for comparison. While the data

The relative free energies of solvation in chloroform for each are not converged for every family of compounds studied, the
of our ligands were calculated using the GIBBS module of CMC/MD method does a good job of determining the rank order
AMBER 4.1 and a simulation protocol similar to that described and magnitude of the solvation free energies in each case. The
by Fox et al. We used the same general methodology, butrelative solvation of bromide and chloride ion was studied by
instead of dividing our thermodynamic integration (T1) calcula- Tidor with the hybrid MC/MD method described previously,
tion into 101 windows of 3 ps each, we found better results and our results are in reasonable agreement with his calculations.
from a simulation protocol of 26 larger windows each 12 ps in More difficult tests are the comparisons of methane versus
length. Improved convergence of the free energy value ethane and anisole versus benzene. In particular, the comparison
calculated for each window was seen, and the total free energyof anisole and benzene is significant because the steric difference
values were analogous to those determined by Fox and Reyesbetween the two compounds is relatively large, yet our method
Our solvation free energy data are shown in Table 1 as the gives a reasonable estimate of the free energy difference.
average free energy for forward and reverse calculations plus After these pairwise comparisons, we studied two families

or minus the hysteresis between the two runs. of compounds. Methane, ethane, and propane were studied in
a single simulation that yielded quite accurate free energy
Results estimates for all three compounds with a reasonable computa-

1. Solvation. Before applying CMC/MD to a new problem, tional cost. Methanol and the substituted methanes formed the

we first tested it by calculating the relative free energies of other family of compounds studied. They cover a broad range

(37) Allen, M. P., Tildesley, D. JComputer Simulations of Liquids. of polarity and free energy, yet our r.nethOd rapidly g_ets the
Oxford University Press: Oxford, 1987. correct rank order and order of magnitude of the relative free

(38) Wang, L.; Hermans, J. Am. Chem. S0d.997, 119, 2707-2714. energies of solvation. This latter set of molecules had been
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Table 3. Relative Binding Free Energies vs GHrour-Guest Calculatién

AGhost AGhost AGsolv AAGbind AAGbind AAGbind AAGbind
guest (MC) (TI) (TI) (MC-TI) (MC-offset) (TI=T1) (expt)
CHsF —-0.77 —-1.14 —1.32 +0.54 +0.17 +0.17 ND
CFky +0.20 +0.36 —0.57 +0.77 +0.41 +0.93 +2.8
CHCl; +2.50 +4.30 -3.91 +6.41 +3.57 +8.21 +5.2

2 All calculations were carried out using the parameters described in Fox%$Slahded columns show chemical Monte Carlo/MD calculations
carried out in this work. Unshaded columns present experimental and thermodynamic integration data for comparison. (MC): free energy from
unbiased chemical-MC/MD calculation. (TI): Thermodynamic Integration data from Fox'gaatl Reyes* (MC-TI): AAGbind calculated as
AGhost from unbiased chemical-MC/MD calculatieAGsolv from TI. (MC-offset): AAGbind calculated directly from a single chemical-MC/

MD calculation usingAGsolv from Tl as a “solvation offset”. (FtTl): AAGbind calculated a@\Ghost from THAGsolv from TI. (expt):
Experimental binding data from Branda et'al.

studied by Kong and BrooKs using A-dynamics, so it was  CHFs) > CH,Cl, > CHCL. However, we do not think these
appropriate to show that our procedure could also appropriately data are perfectly converged. Particularly, we are most confi-
rank the free energies of solvation of these molecules. dent about the prediction of the best- and worst-binding
2. Binding. Once we had achieved these promising results compounds and less certain of the ordering of “intermediate”
on relative free energies of solvation, we then applied the CMC/ binders. Still, the utility of this method in rapidly sorting the
MD method to study the binding of four guests to the “tennis compounds by approximate binding free energy is clear.
ball” host. The guests chosen were those previously studied Since the CMC/MD calculation strongly suggests thabieH
by Fox et al. (CH, Ck, CHCl) and Reyes (CkF), so that is the best guest for the “tennis ball”, we decided to test this
thermodynamic integration data was readily available for prediction with a thermodynamic integration calculation. Using
comparison. As an initial test, we did not include the solvation a protocol identical to that used for the calculation of solvation
offset in our calculation. The results of this determination of free energies in chloroform and similar to that previously used
AGhost are shown in Figure 2. Figure 2a shows the relative to calculateAGhost for other guests binding to this host, we
populations of each ligand in the host accumulated over a 400 perturbed methane to difluoromethane in the cavity of the “tennis
ps calculation. These data are converted into free energiesball’. The calculatedAGhost was—1.88 + 0.03 kcal/mol;
relative to methane in Figure 2b. Clearly, our method rapidly subtracting the previously calculatedGsolv of —1.44 kcal/
indicates that CkF is the most favorably bound ligand. mol yields the result that difluoromethane is preferred in this
However, this calculation does not include the solvation free host by—0.44 kcal/mol. This is in good agreement with our

energies. chemical-MC/MD estimate of-0.76 kcal/mol and provides a
By including the solvation free energies as offsets to our strong internal validation of our new method. We examined
Monte Carlo sampling, we can directly determinéGbind, the complex of difluoromethane bound to the host dimer in detail

as shown in Figure 3. This 1 ns calculation is now dominated in order to understand the structural basis for its affinity. Figure
by CH, instead of CHF, in good agreement with the actual 5 shows a representative configuration of the complex. The
relative binding free energieA(AGbind). This is one of the  guest is slightly off-center in the host cavity and is oriented so
major strengths of our methednost of the simulation time is  that each fluorine projects toward one of the gaps between the
spent sampling the ligands with favorable binding free energies. two halves of the host. This arrangement appears to maximize
The calculation thus rapidly focuses on the real compounds of the favorable van der Waals contacts between guest and host
interest. In addition, the rank order of binding is rapidly Without straining the guest, either host monomer, or any
determined (Figure 3a). Our calculation shows that guests areintermonomer hydrogen bonds. Energy minimization and
preferred in the order CH> CHsF > CF; > CHCL, as analysis of the electrostatic and van der Waals interactions of
observed experimentally. Extended calculations converge tothe complex in vacuo support this conclusion.
well-defined values of the binding free energy (Figure 3b). Our  Comparison of the minimized Cfhost and CHF./host
calculated values (Table 3) are in good agreement with both complexes leads to an interaction energy differenced4kcal/
experimental data and earlier free energy calculations. mol favoring CHF,. Of this difference, 3.5 kcal/mol is due to
We subsequently decided to apply our method in a predictive van der Waals energy and 0.5 kcal/mol from electrostatic
fashion to a simulation that included nine guests. We chose interactions. We can include the solvation free energy of these
all of the guests that had been observed experimentally,(CH two guests in a qualitative way using the data in Table 14 CF
H,CCH,, CHsF, CFy, CH.Cl,, CHCL) as well as the remaining IS more favorably solvated than GHoy ~0.6 kcal/mol,
fluoromethanes (CHF,, CHFs) and chloromethane (GBI). We suggesting that each fluorine yields 0.6& 0.15 kcal/mol
did not include carbon tetrachloride (GElsince we expected  Solvation due to van der Waals interactions with the chloroform
it to be even less favorably bound than chloroform, the worst solvent. Thus, the-1.4 kcal/mol improved solvation of Giff,
guest observed. Using the relative solvation free energy datarelative to CH has a~1 kcal/mol contribution from electrostatic
from Table 1, we carried out a single 800 ps simulation on this energies, which makes sense given the dipolar character of
family of compounds. The population and free energy data are CHzF2 and the nonpolar nature of methane. Comparing these
shown in Figure 4. The data for the nine-guest case are solvation free energies with the energy minimization results
substantially less well converged than the simpler four-guest suggests that the host's preference for,EHs due to van der
calculation, but several results are clear. Most importantly, the Waals interactions, since the favorable electrostatic contribution
calculation quickly shows that difluoromethane is clearly the for CHzF, versus CH is even larger in solution than in the
best binding compound and chloroform the worst. Our data host cavity.
also agree with Branda et Bthat methane and ethylene are Of course, the above is only a qualitative analysis but is
approximately equally well bound by this host and that.CH unequivocal in the predominance of van der Waals forces. As
is preferred to CHGl The predicted rank order from our noted, CHF, can gain van der Waals attractions for its fluorines
calculation is CHF, > (H,CCH,, CF;, CHsF, CHsCl, CHy, by pointing them toward the intermonomer gaps in the hosts.
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Directing the fluorines toward the aromatic ring leads to are still a challenging prospect for more traditional FEP and Tl
unfavorable repulsion and strain in the host. Similarly, the calculations as wefi142

replacement of fluorines with chlorines is also disfavored, as  Furthermore, CMC/MD appears to be much more efficient
CH,Cl, is seen to be less favorably bound than Qi both for calculatingAGhost or AAGbind than it is for calculating
theory and experiment. One can now also rationalize the weakerAGsolv. The preorganized cavity of a host or protein binding
binding of CHFR; because the geometry of the host and guest site makes for more efficient sampling than the transient, rapidly
preclude the formation of strong van der Waals interactions for fluctuating cavities that surround a solute in a solvent like water.

the third fluorine group. Acceptance ratios are much higher for calculationé&&host
in our test system than they were for tri&Gsolv calculations
Discussion in water. In the present study, we avoided this issue by using

AGsolv values from thermodynamic integration calculations.

We have developed and applied the chemical Monte Carlo/ since we expect to eventually use our chemical-MC/MD method
MD (CMC/MD) method to SUCCESSfU"y determine the relative to compare many |igands bound to a protein’ we are exp|oring
binding free energies of several nonpolar guests binding to an gjternative, less expensive methods for calculafi@golv, such
organic host. With sufficient sampling, our calculation yields as continuum solvent methotfs.In addition, several projects
free energies in close agreement with previous thermodynamicare underway to use this method to compare the binding of
integration calculations as well as experiment (Table 2, Figure muyltiple drug molecules to protein targets, with excellent initial
3, etc.). Our multimolecule free energy method has a great dealyegylts?4
in common with the previously publisheddynamics work of Both CMC/MD and/-dynamic& are “multimolecule” free
Brooks_and Kong? though it was independently derived from energy methods. They provide the framework for rapid
theoretical work by Bennéftand the subsequent coupled MC/  nnarison of the free energy of several molecules experiencing
MD work of Tidor'” as well as Radmer's wotk on other 5 common environment. Kong et®@land Guo et a¥? have

multimolecule free energy methods. both shown the power of-dynamics in solvation free energy
We have also shown that the solvation free energy may be calculations and in accelerating the convergence of traditional
included in the Monte Carlo stage of the calculation to focus free energy simulations. In contrasttalynamics, CMC/MD
sampling on the most favorably bound ligands. Application of is a more approximate methethe rapid jumps in chemical
this “solvation offset” to our four-guest calculation shifts the space permit us to save time by avoiding the simulation of
predominant state from GH (the guest with the lowest free  intermediate states, but also appear to require longer simulation
energy in the bound state) to Gkthe most favorably bound  times to yield converged free energy statistics. Ouxtuple
guest). In addition, our calculations rapidly yield the observed topology” approach also means that CMC/MD is more readily
preference of the host for various guests (CHCHzF > CF4 extensible to comparisons between ligands of arbitrary topology,
> CHCl3). After this paper was submitted for review, works an essential issue in drug design calculations. This is illustrated

have appeared by both Guo ef&and Jarque and Tid8twhich here by our consideration not only of substituted methanes but
also demonstrate the feasibility and utility of sampling on the 3z|so ethylene as guests for the “tennis ball” host.

AAGsolv (or AAGbind) surfac.:('a. . These multimolecule methods occupy a middle ground of
To demonstrate the real utility of multimolecule free energy detail and accuracy in the range of computational methods that
methods, we have carried out a predictive calculatithe first are applied to structure-based drug design. At one extreme there

using such techniquesomparing nine guests bound to the host. are docking and empirical scoring methods that can examine
The rank order from our calculation correlates somewhat with hundreds of thousands of compounds and possibilities. Tradi-
that observed by Branda et &lfor the five guests studied tional free energy perturbation methods occupy the other
experimentally, and suggests that £hiwould be even more  extreme, providing a detailed assessment of only two com-
favorably bound to the host than methane. We have tested thispounds. CMC/MD andi-dynamics both give a relatively

prediction internally with a TI calculation that also finds gl accurate free energy assessment ferl8 compounds. A
a better guest than methane. This demonstrates the ideakimpler dynamics-based free energy estimation method (the
application of multimolecule methodshey permit consider-  linear interaction approximation, or LIA) has been introduced

ation of the relative binding free energy for many more by Aqgvist*> Radmer and Kollman have introduced PROFEC,
compounds than could be studied otherwise and rapidly pick a tool for optimizing ligand affinity based on extrapolations from
out promising binders for further computational or experimental a single dynamics calculatid. A similar method from Liu,
study. Mark, and van Gunsteren uses extrapolations from a simulation
There are some limitations to our method. First, it is restricted of a single solute to estimate free energies for a range of related
to comparisons between relatively similar ligands or at least compounds, with modest succésGiven the range of methods
compounds of similar volume. Ligands with substantial steric available, one can imagine a funneling process, where the best
differences (methyl versus phenyl derivatives, for example) are compounds found by a docking method are studied in more
difficult to compare with the CMC/MD method, since the abrupt detail by LIA or chemical-MC/MD methods, possible modifica-
jumps between states do not sample large changes in volumdions are suggested by PROFEC, and final lead optimization is
well. However, we have applied our method to accurately
calculate the relative free energies of solvation of anisole and SO(C“‘%E';’]"G;ZRKA"‘\"SA_J‘{Zg'g‘“ero’ M. A Kollman, P. AJ. Am. Chem.
benzene (Table 2). This change from a hydrogen to a methoxy  (42) Daura, X.; Hunenberger, P. H.; Mark, A. E.; Querol, E.; Aviles, F.
group gives us confidence that we can apply our method to X.; Vangunsteren, W. FJ. Am. Chem. Sod.996 118 6285-6294.
pharmacologically relevant changesit should also be noted Ch(eﬁ). gg'él\g\g Qci l'rzeg‘fzcg_y'gvléé'*aw'eyv R. C.; Hendrickson,Jl.Am.
that free energy calculations which involve large steric changes (44) Wang, L.; Eriksson, M.; Pitera, J.; Kollman, Rew Free Energy
Calculation Methods for Structure-based Drug Design and Prediction of
(39) Guo, Z.; Kong, X.; Brooks, C. LJ. Phys. ChemSubmitted for Protein Stability Wang, L., Eriksson, M., Pitera, J., Kollman, P., Eds.; in

publication. press, 1998.
(40) Jarque, C.; Tidor, BJ. Phys. Chem. B997, 101, 9362-9374. (45) Aqvist, J.; Warshel, AJ. Am. Chem. S0d.99Q 112, 2860-2868.
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guided by careful CMC/MD or FEP/TI calculations. At each where such an integral has the form

stage of the process, the number of compounds studied is

whittled down from thousands to hundreds or tens or even pairs Qn= fe*U"(f)’kT dr (14)

of compounds, while the level of detail, accuracy, and compu-

tational expense per compound is simultaneously increased.  Bennett showed that this ratio of configurational integrals can

With the development and deployment of modern parallel be calculated by a simulation that samples varioysapd
supercomputers and workstation clusters, we also envision aSimultaneously carries out a special type of Metropolis Monte
“coarse-grained” parallel implementation of our method, where Carlo move. Specifically, the Monte Carlo move does not
one chemical Monte Carle MD calculation is run on each of  involve a change of coordinates-r’) but instead involves a
several processors. If we can comparel® ligands per  change in potential functionUp — Um). The Metropolis
processor and one “reference” ligand is common to every function
processor, we can expect to compare and rank hundreds of _
ligands at once. In addition, the chemical Monte Carlo method M(x) = min{1, e} (15)
is intrinsically suitable for more simple applications of coarse-
grained parallelism. The results from two simulations of the
same family of ligands can be added together directly to yield o —AU/KT;
improved (or more rapid) free energy estimates. This is a sharp M(AU/KT) = min{1, e } (16)

contrast to traditional FEP or Tl Calculations, where the need defines the acceptance probabmty for this potentia|_switching

to smoothly integrate along the “reaction coordinate” means that move just as in traditional Cartesian applications of Metropolis
one must either do additional preparatory simulations to divide \jonte Carlo, where

the task among processtsr develop intrinsically fine-grained

algorithms. AU =U(r") — U(r) a7)
Finally, the use of computational methods to study the ideal

guest for Rebek’s “tennis ball” host has led to an exciting

result-the prediction that CkF, would be a better guest than

CH,. Analysis of the structure and energies yielded a ratio- — _

nalization of this preference, based on several factors. First, AU = Un(r) = Um(r) (18)

fluorine groups are of the appropriate size to fit neatly in the  For any physical configuration of the system) the ac-

intermonomer interface. The geometry of host and guest permit ceptance probabilities for any pair of potential-switching moves

only two positions on the guest to make such favorable (m— nandn — m) are related by

interactions, which may also explain some of the host's

preference for CkCl, versus CHG. Finally, the greater van M(Un — Um)/M(Um — Un) = g (Un-um (19)

der Waals well depth of fluorine relative to hydrogen makes

this interaction stronger for Giff; than for CH. Thus, this (where we have omitted the factor kT from the exponential

study has met the fundamental requirements for any computa-for clarity) which can be rearranged into the form

tional method-it has qualitatively and semiquantitatively

reproduced known experimental data, made a prediction for a M(Un—Um) e “"=MUm—Un)e "  (20)

new guest, and provided mechanistic and structural insight into

the origin of the increased affinity of this guest for the host.

This offers encouragement for the continued utility of CMC/

MD and other “multimolecule” free energy calculations in the

study of host-guest complexes, whether they be organic systems _ _

such as the one described herein or biological problems suchf M(Un — Um)e "™ dr = f M(Um — Un)e™ " dr (21)

as protein-ligand interactions.

or more specifically

In our case, howeveAU is the change in energy involved
in switching the system from potential functidwm to Un:

Since both potential functions apply to the same coordinate
space (), one can integrate both sides of the above over all
possible values ofr}, yielding eq 21

Multiplying the left side of this equation by the identi@m/

Acknowledgment. P.A.K. would like to acknowledge the Qmand the right byQQn gives eq 22:

support of NIH Grants GM-29072 and GM-39552. J.W.P. would Qm —Um Qn —un
like to acknowledge the support of an NSF graduate fellowship Q_mf M(Un — Um)e ~"dr = @f M(Um — Un)e " dr
and thank R. Radmer and R. Stanton for many helpful (22)
discussions. T. Fox and C. Reyes were very helpful in supplying

parameters and TI data for comparison. The terms
1 _
Appendix | Q_mf M(Un — Um)e "™ dr
Derivation. Considem chemical states, numbered 0 through and

n, described by identical coordinateg put differing only in
the potential functions\n) describing them. The free energy 1 —Un
difference between any two states is the ratio of their corre- a]f M(Um — Un)e ~"dr
sponding configurational integrals
are simply canonical averages in ten and Qn ensembles,

AG(m— n) = —kT1In 8_:1 (13) respectively. A canonical average has the form
JFU.ne O dr
(46) DeBolt, S. E.; Pearlman, D. A.; Kollman, P. A. Comput. Chem. [H:(U,r)Dz Lz 000000 (23)

1994 15, 351-373. Q
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SO we can rearrange eq 22 to yield the ratio of interest: energy minimum that lies somewhere along the coordinate but
is itself a poor representative of the end states.

While it would be possible to use Monte Carlo methods for
both the chemical and Cartesian steps of the calculation, we
were interested in eventually applying our method to studies of

The physical interpretation of the above is that a simulation protein-ligand interactions. Consequently, we chose to use
which includes potential-switching Metropolis Monte Carlo molecular dynamics methods instead of Monte Carlo methods
moves in addition to some form of configurational sampling for the sampling of configurational space. This rationale is not
will sample the potential staté$m andUn in proportions that ~ only partly historical but also based on prior studies which

Qm_ M(Um — Un)[]
Qn  M(Un — Um)L], (24)

reflect the free energy differences between stateand n. showed MD was a better approach than MC for configurational
Bennett did go on to point out that it is often more efficient to sampling in proteind’ However, Jorgensen has recently made
evaluate the canonical integrad(Um — Un)[J and (M(Un — great strides in the application of MC techniques to protéins.
Um)Ch directly. However, this is only true if one knows a priori  In contrast, Monte Carlo is a better configurational sampling
which free energy differences (and states) are of interest. tool in many simpler systems, like solutions of small mol-

For the multistate case where we start with many stateg)(0... ecules!? For such systems, one could easily imagine using a
the full chemical Monte Carlo process has its own advantages.chemical-MC/MC algorithm instead of our chemical-MC/MD
Specifically, we are interested in the relative free energies of approach.
each state, but our primary goal is finding the states of lowest To avoid the difficulties associated with “hybrid” or “in-
free energy. Consequently, we do not want to waste compu- between” states, we chose to restrict our chemical sampling to
tational time calculating detailed free energies for states that jumps between the end states of interest. In the formalism
are not of interest. In the binding free energy applications presented in the Appendix
discussed in this paper, the states of lowest free energy
correspond to the ligands that are the “best binders” for a given n
receptor. 4;=landi; ={0,1} 3)

In practice, the full chemical Monte Carlo method is =
implemented by adding a set of additional coordinates to the

simulated system, one for each chemical state of interest. These 'S has the advantage that we are always simulating the end
coordinates 4) are analogous to thel® coordinates used in states of interest. However, the efficiency of the Monte Carlo

FEP and TI calculations. For a set of chemical states ) to sampling is now highly dependent on whether the simulation

we havelo to 4, The potential function used is of the form of state A samples configurations favorable for state B, or vice
versa. The results of our simulations suggest that this is not an

n insurmountable problem, but its severity will be system de-
u(r{4}) =Y 4U(r) (25) pendent, an observation supported by Radmer and Kollrfan’s

= work. In extreme cases, the barriers between states may be
reduced by including a few carefully chosen “hybrid” chemical
states to bridge between the end points of interest, but we have
not needed to take that approach for any of the calculations
presented here.

where () includes coordinates for each chemical state of interest
plus the surrounding context (solvent, protein, or host molecule).

The 4 values are also subject to two constraints; first, each
4 is either 0 or 1. Second, the sum of ajlis constrained to A further advantage of our approach is that the extraction of
be 1. The result of these two constraints is that the calculation g|4tive free energies is very straightforward. The ratio of
only simulates the end states of interest and only simulates Onepopulations™the number of times each chemical state is
at a ime. ) ) . sampled in the calculationss directly related to the relative

Comparison of Methods. As noted in the Introduction, — f.q energies of the chemical states by
Tidor has previously presented an implementation of Bennett's
ideas that uses molecular dynamics to sample confguration space AG(A — B) = —RTI

) — B) = —RTIn(P(B)/P(A 4

and Monte Carlo methods to take steps along a chemical ( ) (P(BYP(A) ()
“reaction coordinate” between two end statésThe “reaction
coordinate”, often calledi typically couples the potential
functions describing the two end states in a linear fashion:

This contrasts with the approaches that allow partial values
of the reaction coordinate. In the two-state case, a simulation
that has an average = 0.5 may not mean that the two end

1% T states are in equilibrium. Instead, it may mean the free energy

V=4rvat+(1-4)*Vb 2) minimum of the potential ist = 0.5. Similarly, the correct
whereV is the simulated potential function and Va and Vb refer way to extract a free energy from these calculations is not
to the potentials appropriate for end states A and B, respectively.
Both the aforementioned approach and traditional FEP or TI AG(0—1)=—RTIn 4 (5)
methods calculate the free energy difference between states A
and B by integrating the free energy alohg Tidor's method ~ but rather, as Mezei et &.noted
was successfully applied to calculate a free energy difference
for two solvated ions via simulated annealing along fhe AG(0—1)=—RTIn(P@ = 1)/P@ = 0)) (6)
coordinate. The use of a continuous “reaction coordinate” . _ , _
means that this method has one of the limitations of traditional aci((jg)c'\grcncb";‘i'ggosh}]\}ep;;iga;,‘:gg's:S'Cgﬁ‘;’i‘g'gcgyoigégt.e'ns and nucleic
free energy calculations. Namely, much time is spent simulating  (48) Jones-Hertzog, D. K.; Jorgensen, WilliamJ_Med. Chem1997,
nonphysical intermediate states rather than the end states ofl0, 1539-1549. , ,
interest. This problem is compounded by allowing stochastic | 4é‘(‘)%)_313r§1fgse”' W. L., Tirado-Rives, J. Phys. Chem1996 100
sampling along the reaction coordinate. Simulated annealing™ " (50) Mezei, M.; Mehrotra, P. M.; Beveridge, D. L. Am. Chem. Soc.
may be necessary since the simulation may get stuck in a free1985 107, 2239-2245.
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Since only those configurations wherés fully representative force or free energy integral along the reaction coordinate(s) as
of a single ligand contribute to the calculated free energy, it is done in a Tl or FEP calculation.
makes sense to avoid wasting time simulating intermediate states
if that is feasible. If intermediate states are included in the
calculation, however, one can calculate the potential of mean JA973028S



